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Abstract—In recent years, sparse voxel-based methods have become the state-of-the-arts for 3D semantic segmentation of indoor scenes, thanks to the powerful 3D CNNs. Nevertheless, being oblivious to the underlying geometry, voxel-based methods suffer from ambiguous features on spatially close objects and struggle with handling complex and irregular geometries due to the lack of geodesic information. In view of this, we present Voxel-Mesh Network (VMNet), a novel 3D deep architecture that operates on the voxel and mesh representations leveraging both the Euclidean and geodesic information. Intuitively, the Euclidean information extracted from voxels can offer contextual cues representing interactions between nearby objects, while the geodesic information extracted from meshes can help separate objects that are spatially close but have disconnected surfaces. To incorporate such information from the two domains, we design an intra-domain attentive module for effective feature aggregation and an inter-domain attentive module for adaptive feature fusion. Experimental results validate the effectiveness of VMNet: specifically, on the challenging ScanNet dataset for large-scale segmentation of indoor scenes, it outperforms the state-of-the-art SparseConvNet and MinkowskiNet (74.6% vs 72.5% and 73.6% in mIoU) with a simpler network structure (17M vs 30M and 38M parameters).

Index Terms—geodesic information, mesh segmentation, point cloud semantic segmentation, 3D scene understanding.

1 INTRODUCTION

Thanks to the tremendous progress of RGB-D scanning methods in recent years [10], [27], [65], reliable tracking and reconstruction of 3D surfaces using hand-held, consumer-grade devices have become possible. Using these methods, large-scale 3D datasets with reconstructed surfaces and semantic annotations are now available [4], [8]. Nevertheless, compared to 3D surface reconstruction, 3D scene understanding, i.e., understanding the semantics of reconstructed scenes, is still a relatively open research problem.

Inspired by the success of 2D CNN in image semantic segmentation [5], [36], researchers have paid much attention to the straightforward extension of this idea to 3D, by performing volumetric convolution on regular grids [39], [45], [68]. Specifically, surface reconstructions are first projected to a discrete 3D grid representation, and then 3D convolutional filters are applied to extract features by sliding kernels over neighboring grid voxels [55], [64], [74]. Such features can be smoothly propagated in the Euclidean domain to accumulate strong contextual information. Unfortunately, dense voxel-based methods require intensive computational power and are thus limited to low-resolution cases [35]. To process large-scale data, sparse voxel convolutions [7], [17] have been proposed to lower the computational requirement by ignoring inactive voxels. Benefiting from the efficient sparse voxel convolutions, complex networks have been built, achieving leading results on several 3D semantic segmentation benchmarks [4], [8] and outperforming other methods by large margins.

Despite the remarkable achievements, voxel-based methods are not perfect. One of their major limitations is the geodesic information loss caused by voxelization. Considering the green point at the arm of a chair, on an input 3D mesh surface (Left), its geodesic neighbors (blue) can be easily collected, and the points of different objects are naturally separated. After voxelization (Right), geodesic information is discarded and only Euclidean neighbors (red) that are agnostic to the underlying surface can be extracted. The scan section is taken from the ScanNet dataset [8].

Fig. 1. Illustration of geodesic information loss caused by voxelization. Considering the green point at the arm of a chair, on an input 3D mesh surface (Left), its geodesic neighbors (blue) can be easily collected, and the points of different objects are naturally separated. After voxelization (Right), geodesic information is discarded and only Euclidean neighbors (red) that are agnostic to the underlying surface can be extracted. The scan section is taken from the ScanNet dataset [8].
for voxels that are close in the Euclidean domain, even though these voxels may belong to different objects and are distant in the geodesic domain. As shown in the top example of Fig. 2, these ambiguous features produce sub-optimal predictions for objects that are spatially close. Second, without the geodesic information about shape surfaces, these Euclidean convolutions may struggle with learning specific object shapes. As shown in the lower example of Fig. 2, this property is problematic for segmentation on areas with complex and irregular geometries.

We have discussed the advantages of voxel-based methods on contextual learning and their problems on geodesic information loss. It is appealing to design a method resolving the problems while retaining these advantages by leveraging both the Euclidean and geodesic information. A possible solution is to take voxels and the original meshes as the sources for the Euclidean and geodesic information, respectively. It is therefore natural to ask how these two representations can be combined in a common architecture.

To address this question, we propose the Voxel-Mesh network (VMNet), a novel deep hierarchical architecture for geodesic-aware 3D semantic segmentation. Starting from a mesh representation, to extract informative contextual features in the Euclidean domain, we first voxelize the input mesh and apply sparse voxel convolutions. Next, to incorporate the geodesic information, the extracted contextual features are projected from the Euclidean domain to the geodesic domain, specifically, from voxels to mesh vertices. These projected features are further fused and aggregated to combine both the Euclidean and geodesic information.

In order to build such a deep architecture that is capable of effectively learning useful features incorporating information from the two domains, it is critical to design proper ways to aggregate intra-domain features and to fuse inter-domain features. In view of the great success of self-attention operators for feature processing [34], [42], [60], we therefore present two key components of VMNet: Intra-domain Attentive Aggregation Module and Inter-domain Attentive Fusion Module. The former aims to aggregate the projected features on the original meshes to incorporate the geodesic information and the latter focuses on the effective fusion of features from the two domains.

We conduct extensive experiments to demonstrate the effectiveness of our method on the popular ScanNet v2 benchmark [8] and the recent Matterport3D benchmark [4]. VMNet outperforms existing sparse voxel-based methods SparseConvNet [17] and MinkowskiNet [7] (74.6% vs 72.5% and 73.6% in mIoU) with a simpler network structure (17M vs 30M and 38M parameters) on the ScanNet dataset and sets a new state-of-the-art on the Matterport3D dataset.

To summarize, our contributions are threefold:

1) We propose a novel deep architecture, VMNet, which operates on the voxel and mesh representations, leveraging both the Euclidean and geodesic information.

2) We propose an intra-domain attentive aggregation module, which effectively refines geodesic features through edge connectivities.

3) We propose an inter-domain attentive fusion module, which adaptively combines Euclidean and geodesic features.

2 RELATED WORK

In this section, we first review relevant works on 3D semantic segmentation, organized according to their inherent convolutional categories, and then discuss the application of attention mechanism in 3D semantic segmentation.

2D-3D. A conventional way of performing 3D semantic segmentation is to first represent 3D shapes through their 2D projections from various viewpoints, and then leverage existing image segmentation techniques and architectures from the 2D domain [29], [30]. Instead of choosing a global projection viewpoint, some researchers have proposed to project local neighborhoods to local tangent planes and process them with 2D convolutions [23], [58], [70]. Taking the RGB frames as additional inputs, other researchers have proposed methods that combine 2D and 3D features through 2D-3D projection [9], [20]. Although these methods can easily benefit from the success of image segmentation techniques (mainly based on 2D CNNs), they often require a large amount of additional 2D data, involve a complex multi-view projection process, and rely heavily on viewpoint selection. Some of these methods have attempted to utilize geodesic information implicitly through mesh tex-
Overview of Voxel-Mesh Network (VMNet). Taking a colored mesh as input, we first rasterize it and apply voxel-based sparse convolutions to extract contextual information in the Euclidean domain. These features are then projected from voxels to vertices, and are further aggregated and fused in the geodesic domain producing distinctive per-vertex features. For simplicity, skip connections between the encoder and decoder are neglected here and only three levels of hierarchical voxel downsampling and mesh simplification are shown.

Fig. 3. Overview of Voxel-Mesh Network (VMNet).
decoding process (level \( L \)), the features are projected from voxels \( S^L \) to mesh vertices \( M^L \) and then refined through intra-domain attentive aggregation (Section 3.4). The resulting geodesic features of \( M^L \) are unpooling to the next level \( M^{L-1} \). At each following level \( l \), the Euclidean features projected from \( S^l \) and the unpoole geodesic features of \( M^l \) are first adaptively combined through inter-domain attentive fusion (Section 3.5) and then the fused features are further refined through intra-domain attentive aggregation before being unpoole to the next level.

### 3.2 Network Architecture

The network architecture adopted in VMNet is illustrated in Fig. 4. In the upper branch (i.e., the Euclidean branch), the network is mainly built upon submanifold sparse convolution (SSC) layers and sparse convolution (SC) layers, both of which are originally introduced by Graham et al. [17] for 3D semantic segmentation. The basic building module is a residual block consisting of two layers of SSC with a skip connection implemented by addition. Each pair of adjacent residual blocks is connected through an SC layer, which performs downsampling (encoding stage) or upsampling (decoding stage) of the sparse voxels \( S \). In total, there are 13 residual blocks and 7 levels of sparse voxels \( (S^0, \ldots, S^6) \). In the lower branch (i.e., the geodesic branch), similar to the upper one, the network is constructed by residual blocks, each consisting of two layers of our proposed intra-domain attention layers (Section 3.4), which operate on the triangular meshes \( M \). Each pair of adjacent residual blocks in the geodesic branch are connected through a mesh unpooling layer. The distinctive per-vertex features on the last mesh level \( M^0 \) are used for semantic prediction. Between the two branches, the projected Euclidean features and the aggregated geodesic features are adaptively fused through our proposed inter-domain attention layers (Section 3.5).

### 3.3 Voxel-based Contextual Feature Aggregation

**Voxelization.** At mesh level \( M^0 \), with all edge connectivities omitted, the input features (colors) of mesh vertices \( \{V_i, f_i\} \) are transformed into the voxel cells \( \{V_{u,v,w}\} \) by averaging all features \( f_i \) whose corresponding coordinate \( V_i = (x_i, y_i, z_i) \) falls into the voxel cell \((u, v, w)\):

\[
\begin{align*}
    f_{u,v,w} &= \frac{1}{N_{u,v,w}} \sum_{i=1}^{n} B[\text{floor}(x_i \cdot r) = u, \\
    \text{floor}(y_i \cdot r) = v, \text{floor}(z_i \cdot r) = w] \cdot f_i,
\end{align*}
\]

where \( r \) denotes the voxel resolution, \( B[\cdot] \) is the binary indicator of whether vertex \( V_i \) belongs to the voxel cell \((u, v, w)\), and \( N_{u,v,w} \) is the number of vertices falling into that cell [35].

**Contextual Feature Aggregation.** To accumulate contextual information, we construct a simple U-Net [49] structure based on voxel convolutions. We adopt the sparse implementation provided by [57].

**Voxel-vertex Projection.** With the contextual features aggregated in the Euclidean domain, at each level \( l \) we transform the features of voxels \( S^l \) back to vertices \( M^l \) for further processing in the geodesic domain. Inspired by previous works [35], [57], we compute each vertex’s feature utilizing trilinear interpolation over its neighboring eight voxels. Through this means, the projected features are distinct even for the vertices sharing the same set of neighboring voxels. A 2D illustration of the projection is shown in Fig. 5.
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Fig. 6. Illustration of intra-domain attentive aggregation module. (Left) Intra-domain attention layer operates on mesh vertices aggregating geodesic information through edge connectivities. (Right) The aggregation module consists of two attention layers with skip connections.

3.4 Intra-domain Attentive Aggregation Module

After contextual feature aggregation and voxel-vertex projection, to effectively refine the projected features, we design an intra-domain attentive aggregation module operating on the geodesic domain. As shown in Fig. 6 (Left), at each mesh level, we perform attentive aggregation on the graph $\mathcal{G} = (V, E)$ induced by the underlying mesh $\mathcal{M}$. Note that we neglect the level superscript $l$ to ease readability. Our intra-domain attention layer is based on the standard scalar attention [60], which is often used for point clouds in 3D semantic segmentation, but not for triangular meshes. Specifically, at layer $k$, the output feature $f_i^{geo}$ of vertex $V_i$ with an input feature $f_i^{geo}$ is computed as:

$$
\begin{align}
    f_i^{geo}_k &= \rho_k^{intra}(f_i^{geo}) + \sum_{j \in N_i} \omega_{ij} \alpha_k^{intra}(f_j^{geo}), \\
    \omega_{ij} &= \text{softmax}(\frac{\phi^{intra}(f_i^{geo})^T \psi_k^{intra}(f_j^{geo})}{\sqrt{d}}),
\end{align}
$$

(2)

where $N_i$ is the one-ring neighborhood of vertex $V_i$. The functions $\rho_k^{intra}, \alpha_k^{intra}, \psi_k^{intra}$ are vertex-wise feature transformations implemented by MLP, $\omega_{ij}$ is the attention coefficient, and $d$ is the size of output feature channels. Since the positional information is naturally embedded in the voxel-based contextual feature aggregation step, we do not implement a position encoding function explicitly. Our attention layer is inspired by the implementation in [53], which operates on abstract graphs for semi-supervised node classification, while our method operates on 3D mesh graphs for geodesic feature aggregation.

Building on the intra-domain attention layer, we design an aggregation module performing two steps of attentive feature aggregation on each simplified mesh level (see Fig. 6 (Right)).

3.5 Inter-domain Attentive Fusion Module

Operating on both the voxel and mesh representations poses a demand for Euclidean and geodesic feature fusion. To adaptively combine features from the two domains, we propose an inter-domain attentive fusion module. As depicted in Fig. 7 (Left), between each pair of sparse voxel level $S$ and mesh level $M$ (except for level $L$), we perform attentive fusion on the same graph $\mathcal{G} = (V, E)$ as the one used for intra-domain aggregation (level superscript $l$ is neglected). However, unlike intra-domain attention, which processes features in the same domain, inter-domain attention takes as input both the geodesic features $f^{geo}$ and the Euclidean features $f^{euc}$ projected from voxels. At layer $k$, the fused feature $f_i^{fuse}$ of vertex $V_i$ is computed as:

$$
\begin{align}
    f_i^{fuse} &= \rho_k^{inter}(f_i^{euc}) + \sum_{j \in N_i} \omega_{ij} \alpha_k^{inter}(f_j^{geo}), \\
    \omega_{ij} &= \text{softmax}(\frac{\phi^{inter}(f_i^{euc})^T \psi_k^{inter}(f_j^{geo})}{\sqrt{d}}),
\end{align}
$$

(3)

where $N_i$ is the same one-ring neighborhood of vertex $V_i$ as the one used for intra-domain aggregation. Unlike the one in intra-domain attention, the inter-domain attention coefficient $\omega_{ij}$ is conditioned on both the Euclidean and geodesic features enabling the network to adaptively fuse features from the two domains.

As shown in Fig. 7 (Right), the proposed inter-domain attentive fusion module takes both the Euclidean features and the geodesic features as inputs. These features are fed to one inter-domain attention layer followed by layer normalization and ReLU activation. Before being passed on for further processing, the fused feature map is concatenated with the projected Euclidean feature map and the original geodesic feature map.

3.6 Mesh Simplification

To construct a deep architecture for multi-level feature learning, we generate a hierarchy of mesh levels $(M^0, \ldots, M^l, \ldots, M^L)$ of increasing simplicity, interlinked by pooling trace maps. Each level of simplified mesh corresponds to a level of downsampled 3D sparse voxels. For mesh simplification, there are two well-known methods from the geometry processing domain: Vertex Clustering (VC) [50] and Quadric Error Metrics (QEM) [16]. As shown in Fig. 8, during the vertex clustering process, a 3D uniform grid with cubical cells of a fixed side length is placed over the input graph and all vertices falling into the same cell are grouped. This generates uniform-sampled simplified meshes, possibly with topology changes and non-manifold faces. On the contrary, the QEM method incrementally collapses mesh edges according to an approximate error of the geometric distortion introduced by this collapse, and thus has explicit control over mesh topology (see Fig. 9). Since our goal is to extract meaningful geodesic information, we prefer the QEM method for its better topology-preserving property. However, directly applying the QEM method on the original meshes results in high-frequency signals in noisy areas [52]. Therefore, we apply the VC method on
Fig. 8. Illustration of Vertex Clustering for mesh simplification. Vertices falling in the same cell are merged to form a new vertex. The resulting mesh might be non-manifold (red cell) or have its topology changed (blue cell).

Fig. 9. Illustration of Quadric Error Metrics based edge collapse for mesh simplification. The edge between two red vertices is collapsed and the resulting mesh is re-triangulated with its topology preserved.

the original mesh for the first two mesh levels and then apply the QEM method for the remaining mesh levels. We present an ablation study on mesh simplification methods in Section 4.4.

4 EXPERIMENTS

To demonstrate the effectiveness of our proposed method, we now present various experiments conducted on two large-scale 3D scene segmentation datasets, which contain meshed point clouds of various indoor scenes. We first introduce the datasets and evaluation metrics that we used in Section 4.1, and then present the implementation details for reproduction in Section 4.2. We report the results on the ScanNet and Matterport3D datasets in Section 4.3, and the ablation studies in Section 4.4.

4.1 Datasets and Metrics

ScanNet v2 [8]. ScanNet dataset contains 3D meshed point clouds of a wide variety of indoor scenes. Each scene is provided with semantic annotations and reconstructed surfaces represented by a textured mesh. The dataset contains 20 valid semantic classes. We perform all our experiments using the public training, validation, and test split of 1201, 312, and 100 scans, respectively.

Matterport3D [4]. Matterport3D is a large RGB-D dataset of 90 building-scale scenes. Similar to ScanNet, the full 3D mesh reconstruction of each building and semantic annotations are provided. The dataset contains 21 valid semantic classes. Following previous works [9], [23], [46], [52], [56], [58], we split the whole dataset into training, validation, and test sets of size 312, 438, and 100 scans, respectively.

MCCN [19]. MCCN is a dataset of indoor scenes with semantic labels. The dataset contains 90 building-scale scenes, and the mesh reconstruction of each building is provided.

BPNet [20]. BPNet is a dataset of indoor scenes with semantic labels. The dataset contains 90 building-scale scenes, and the mesh reconstruction of each building is provided.

JSENet [21]. JSENet is a dataset of indoor scenes with semantic labels. The dataset contains 90 building-scale scenes, and the mesh reconstruction of each building is provided.

Table 1: Mean intersection over union scores on ScanNet Test [8]. Detailed results can be found on the ScanNet benchmarking website and in the supplementary material.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU(%)</th>
<th>Conv Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>TangentConv [58]</td>
<td>43.8</td>
<td>2D-3D</td>
</tr>
<tr>
<td>SurfaceConvPF [70]</td>
<td>44.2</td>
<td></td>
</tr>
<tr>
<td>3DMV [9]</td>
<td>48.3</td>
<td></td>
</tr>
<tr>
<td>TextureNet [23]</td>
<td>56.6</td>
<td></td>
</tr>
<tr>
<td>JPNet [6]</td>
<td>63.4</td>
<td></td>
</tr>
<tr>
<td>MVPNet [25]</td>
<td>64.1</td>
<td></td>
</tr>
<tr>
<td>V-MV Fusion [29]</td>
<td>74.6</td>
<td></td>
</tr>
<tr>
<td>DCM-Net [52]</td>
<td>74.9</td>
<td></td>
</tr>
<tr>
<td>PointNet++ [46]</td>
<td>33.9</td>
<td>PointConv</td>
</tr>
<tr>
<td>FCPN [47]</td>
<td>44.7</td>
<td></td>
</tr>
<tr>
<td>PointCNN [33]</td>
<td>45.8</td>
<td></td>
</tr>
<tr>
<td>DPC [13]</td>
<td>59.2</td>
<td></td>
</tr>
<tr>
<td>MCCN [19]</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td>PointConv [67]</td>
<td>66.6</td>
<td></td>
</tr>
<tr>
<td>KPConv [59]</td>
<td>68.4</td>
<td></td>
</tr>
<tr>
<td>JSENet [21]</td>
<td>69.9</td>
<td></td>
</tr>
<tr>
<td>SparseConvNet [17]</td>
<td>72.5</td>
<td>SparseConv</td>
</tr>
<tr>
<td>MinkowskiNet [7]</td>
<td>73.6</td>
<td></td>
</tr>
<tr>
<td>SPH3D-GCN [32]</td>
<td>68.1</td>
<td></td>
</tr>
<tr>
<td>HPEIN [26]</td>
<td>61.8</td>
<td>GraphConv</td>
</tr>
<tr>
<td>DCM-Net [52]</td>
<td>65.8</td>
<td></td>
</tr>
<tr>
<td>VMNet (Ours)</td>
<td>74.6</td>
<td>Sparse+Graph Conv</td>
</tr>
</tbody>
</table>

4.2 Implementation Details

In this section, we discuss the implementation details for our experiments. VMNet is coded in Python and PyTorch (Geometric) [14], [43]. All the experiments are conducted on one NVIDIA Tesla V100 GPU.

Data Preparation. We perform training and inference on full meshes without cropping. For the Euclidean branch of VMNet, input meshes are voxelized at a resolution of 2 cm. To compute the hierarchical mesh levels accordingly for the geodesic branch, we first apply the VC method on the input mesh with the respective cubical cell lengths of 2 cm and 4 cm for the first two mesh levels. For each remaining level, the QEM method is applied to simplify the mesh until the vertex number is reduced to 30% of its preceding mesh level. For better generalization ability, edges of all mesh levels are randomly sampled during training. We use the vertex colors as the only input features and apply data augmentation, including random scaling, rotation around the gravity axis, spatial translation, and chromatic jitter.

Training Details. We train the network end-to-end by minimizing the cross entropy loss using Momentum SGD with the Poly scheduler decaying from learning rate 1e-1.

4.3 Results and Analysis

Quantitative Results. We present the performance of our approach compared to recent competing approaches on the ScanNet benchmark [8] in Table 1. All the methods are grouped by the approaches’ inherent convolutional categories as discussed in Section 2. As shown in Table 1, our method leads to a 74.6% mIoU score, achieving a significant performance gain of 8.8% mIoU comparing to the existing best-performing graph convolutional approach, i.e., DCM-Net [52], and 1.0% mIoU comparing to the leading sparse convolutional approach, i.e., MinkowskiNet [7].
Our method achieves results comparable to the SOTA 2D-3D method BPNet [20], which is a concurrent work on CVPR2021 utilizing both 2D and 3D data while VMNet takes as input only the 3D data. For a fair comparison, the result of OccuSeg [18] is not listed in this table, since it utilizes extra instance labels for training. We also evaluate our algorithm on the novel Matterport3D dataset [4] and report the results in Table 2. VMNet achieves overall state-of-the-art results outperforming the previous best method by 1% in terms of mean class accuracy. Since some methods only report results in one of these two datasets, the listed methods in Tables 1 and 2 are different.

### Qualitative Comparison
Fig. 10 shows our qualitative results on the ScanNet validation set and Fig. 11 shows the results on the Matterport3D test set. Compared to the SOTA sparse voxel-based method SparseConvNNet, which operates in the Euclidean domain solely, VMNet generates more distinctive features for close-located objects and better handles complex geometries thanks to the combined Euclidean and geodesic information. More qualitative results can be found in the supplementary material.

### Complexity
We compare our method with representative SOTA methods of various convolutional categories in terms of their run-time complexity. We randomly select a scene from the ScanNet validation set and compute the latency results by averaging the inference time of 100 forward passes.

In Table 3, we present the results of two SOTA sparse voxel-based methods, i.e., SparseConvNNet [17] and MinkowskiNet [7]. Although the accuracies of sparse voxel-based methods are not dependent on the implementation of sparse convolution, the latencies of these methods are highly dependent on the implementation. Therefore, we reimplement SparseConvNNet and MinkowskiNet using the same version of sparse convolution (i.e., torchsparse [57]) as VMNet for a fair comparison. As shown in the table, VMNet achieves the highest mIoU score with the least number of parameters. It implies that, compared to extracting features in the Euclidean domain alone, combining the Euclidean and geodesic information leads to a more effective aggregation of features, even with a simpler network structure. The latency of VMNet is slightly higher than our new implementations of the other two methods. This is caused by the unoptimized projection operations, which are left for future improvement.

In Table 4, we report more complexity comparisons of our network against other representative methods, including MVPNet [25], PointConv [67], KPConv [59], and DCM-Net [52]. While achieving the highest mIoU, VMNet is largely comparable to these representative methods, in terms of both inference time and parameter size.
fair comparison, we keep the layer numbers of these baselines the same as the Euclidean branch of VMNet but increase their channel numbers to make sure all the compared methods have similar parameter sizes. As shown in Table 5 (Left), VMNet outperforms the two baselines showcasing the benefit of combining information from the two domains. **Network Components.** In Table 5 (Right), we evaluate the effectiveness of each component of our method. “Baseline” represents the Euclidean branch of VMNet, which is a U-Net network built on voxel convolutions. “Intra” refers to the intra-domain attentive aggregation module and “Inter” refers to the inter-domain attentive fusion module. As shown in the table, by combining the intra-domain attentive aggregation module with the baseline, we can improve the performance by 1.9%. This improvement is brought by the introduction of geodesic information through feature refinement on meshes. From the inter-domain attentive fusion module, we further gain about 1.2% improvement in performance by adaptive fusion of features from the two domains. **Attentive Operators.** In Sections 3.4 and 3.5, we adopt the standard scalar attention [60] to build the intra-domain attentive aggregation module and the inter-domain attentive fusion module. In Table 6 (Left), we evaluate the influence of different forms of attentive operators in our architecture. “Scalar Attention” refers to the operators used in VMNet as presented in Equations 2 and 3. “Vector Attention” represents a variant of Scalar Attention, in which attention weights are not scalars but vectors that can modulate individual feature channels. It has been widely adopted in previous attention-based methods operating on 3D point clouds [61], [73]. Specifically, at layer k, the output feature $f'_i$ of vertex $V_i$ with an input feature $f_i$ is computed as (note that the superscripts are ignored here for simplicity):

$$f'_i = \rho_k(f_i) + \sum_{j \in N_i} \Omega_{ij} \odot \alpha_k(f_j),$$

$$\Omega_{ij} = \text{softmax}(\gamma_k(\beta_k(\varphi_k(f_i), \psi_k(f_j)))),$$

where $N_i$ is the one-ring neighborhood of vertex $V_i$. The functions $\rho_k$, $\alpha_k$, $\varphi_k$, and $\psi_k$ are vertex-wise feature transformations implemented by MLPs, $\Omega_{ij}$ is the attention vector, $\odot$ denotes channel-wise multiplication, $\beta_k$ is a relation function (here we implement it by subtraction following [73]), and $\gamma_k$ is a mapping function (implemented by MLP) that produces attention vectors for feature aggregation.

Moreover, we implement a non-attention baseline built on the popular EdgeConv [63], which is originally proposed to operate on kNN graphs of 3D point clouds. Specifically, at layer k, the output feature $f'_i$ of vertex $V_i$ with an input feature $f_i$ is computed as:

$$f'_i = \sum_{j \in N_i} h_k(f_i||f_j - f_i),$$

where $N_i$ is the one-ring neighborhood of vertex $V_i$, $h_k$ is a feature mapping function implemented by MLP and $||$ denotes concatenation.

As shown in Table 6 (Left), the scalar attention used in VMNet achieves the best result and outperforms the non-attention baseline “EdgeConv” by 0.7% and the attentive variant “Vector Attention” by 1.0%. Interestingly, the non-attention baseline “EdgeConv” performs slightly better than the attention-based baseline “Vector Attention”. A possible reason is that “Vector Attention” adaptively modulates each individual feature channel and this property appears to be overfitting in our case.

**Mesh Simplification.** In Section 3.6, we discuss two mesh simplification methods Vertex Clustering (VC) and Quadric Error Metrics (QEM) for multi-level feature learning. We apply the VC method on the first two mesh levels to remove high-frequency signals in noisy areas, and then apply the QEM method on the remaining mesh levels for its better topology-preserving property. To justify our choice, we train three models with the same network definition but performing on different mesh hierarchies, and compare their performances in Table 6 (Right). “VC+QEM” refers to the mesh hierarchy simplified by the combination of the VC and QEM methods as described in Section 4.2. For “VC only”, at each mesh level $\mathcal{M}'$, we set the cubical cell lengths of the
Fig. 11. Qualitative results on Matterport3D Test [4]. The key parts for comparison are highlighted by dotted red boxes.

Fig. 12. Ablation study: Multi-level feature refinement.

VC method to the same size as the lengths of voxels in the corresponding voxel level $S^l$. For “QEM only”, at each mesh level $\mathcal{M}^l$, the QEM method simplifies the mesh until the vertex number is reduced to 30% of its preceding mesh level $\mathcal{M}^{l-1}$. As shown in Table 6 (Right), we witness a significant performance gap of 1.0% between the results of “VC+QEM” and “VC only”. We assume that the more faithful geodesic information provided by meshes simplified through the QEM method leads to the performance gain. We also notice that the performance of “QEM only” is slightly lower than the one of “VC+QEM”. It may be caused by the resulting high-frequency noises of directly applying the QEM method on the original meshes.

Multi-level Feature Aggregation and Fusion. To measure the effects of individual geodesic feature refinement levels, we successively add the aggregation and fusion modules to the overall architecture. Except for the baseline with no geodesic branch, we start with the outermost mesh levels $\mathcal{M}^0$&$\mathcal{M}^1$ to retain one fusion module and two aggregation modules. Next, along with each added mesh level, one

fusion module and one aggregation module are added. The results are presented in Fig. 12. We witness that the first four levels bring the most performance gain, indicating the higher importance of finer-level meshes for geometric learning.

Design Choice of Inter-domain Attention. As described in Section 3.5, we proposed an inter-domain attentive module for adaptive feature fusion. The module takes both the Euclidean features and the geodesic features as input and utilizes the attention mechanism, in which the attention weights are conditioned on features from both the domains. To build such an inter-domain attentive module, there are two design choices. As shown in Fig. 13, we denote the one used in VMNet as the primal inter-domain attention and denote the other one as the dual inter-domain attention. We empirically find that the primal inter-domain attention yields better results than the dual one (73.3% vs 72.8% in
mIoU on ScanNet Val). It may be caused by the different importance of the Euclidean features and the geodesic features in the task of indoor scene 3D semantic segmentation.

**Design Choice of Network Architecture.** As shown in Fig. 3, VMNet encodes contextual information in the Euclidean domain and then decodes the aggregated features in the geodesic domain. To justify our design choice, we construct two variants of VMNet.

Variant 1 (Fig. 14) shares the same encoder structure with VMNet. However, in the decoding part, instead of projecting the Euclidean features to the geodesic domain, Variant 1 projects the aggregated and fused geodesic features back to the Euclidean domain, and the per-voxel features on the last voxel level $S^0$ are used for semantic prediction. We compare the performances of Variant 1 and VMNet in Table 7. While having similar network complexity, Variant 1 performs significantly worse than our proposed VMNet. We speculate that the problem lies in the projection from vertices to voxels. To better preserve the geodesic information, we apply the QEM method to simplify the meshes resulting in non-uniform vertices. In the projection from vertices to voxels, multiple vertices thus correspond to a single voxel in areas with complex geometries and a voxel in areas with simple geometries may have no corresponding vertices at all. In contrast, projecting from uniform voxels to non-uniform vertices does not have this problem since all the vertices are covered and vertices sharing the same neighboring voxels have distinctive features through trilinear interpolation.

Variant 2 (Fig. 15) shares the same decoder structure with VMNet. In its encoding part, we incorporate both the voxel and mesh representations for contextual feature aggregation. As shown in Table 7, Variant 2 performs slightly better than our proposed VMNet (0.1% improvement in terms of mIoU) but brings considerable extra complexity. For a better complexity-performance trade-off, we prefer the proposed design choice of VMNet.

<table>
<thead>
<tr>
<th>Method</th>
<th>Params (M)</th>
<th>Latency (ms)</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variant 1</td>
<td>17.6</td>
<td>113</td>
<td>72.4</td>
</tr>
<tr>
<td>Variant 2</td>
<td>18.3</td>
<td>155</td>
<td>73.4</td>
</tr>
<tr>
<td>VMNet</td>
<td>17.5</td>
<td>107</td>
<td>73.3</td>
</tr>
</tbody>
</table>

**TABLE 7**

Ablation study: Variants of network architecture.

5 **Conclusion**

In this paper, we have presented a novel 3D deep architecture for semantic segmentation of indoor scenes, named Voxel-Mesh Network (VMNet). Aiming at addressing the problem of lacking consideration for the geodesic information in voxel-based methods, VMNet takes advantages of both the semantic contextual information available in voxels and the geometric surface information available in meshes to perform geodesic-aware 3D semantic segmentation. Extensive experiments show that VMNet achieves state-of-the-art results on the challenging ScanNet and Matterport3D datasets, significantly improving over strong baselines. We hope that our work will inspire further investigation of the idea of combining Euclidean and geodesic information, the development of new intra-domain and inter-domain modules, and the application of geodesic-aware networks to other tasks, such as 3D instance segmentation.
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### TABLE 1
Mean intersection over union scores on ScanNet Test [4]. This is a detailed version of Table 1 in the main paper.

<table>
<thead>
<tr>
<th>Method</th>
<th>mIoU(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Mesh</td>
<td>0.709</td>
</tr>
<tr>
<td>SparseConvNet</td>
<td>0.723</td>
</tr>
<tr>
<td>Ours</td>
<td>0.765</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>0.796</td>
</tr>
</tbody>
</table>

**More qualitative results on Matterport3D Test [1].** The key parts for comparison are highlighted by dotted red boxes.
Fig. 2. More qualitative results on ScanNet Val [4]. The key parts for comparison are highlighted by dotted red boxes.
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